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Abstract— Fast handover management in mobile IPv6 envi-
ronments has been a research subject for a long time. Exploiting
the cooperative diversity paradigm in Partner-based Hierarchical
MIPv6 (PHMIPv6) promises an acceleration of the handoff
management operation by relaying some signaling over a selected
partner node prior to the actual handover to the new access
point. For this purpose, a suitable partner node, that stays in
communication range for sufficient time until the signaling in
the pre-handoff phase is finalized, should be selected. PHMIPv6
proposes to select the node with the highest signal strength as
the partner node. In this paper, we show that using the Link
Expiration Time (LET) metric to select the partner node can
significantly improve handovers in Mobile IP (MIP) networks.
The basis of this new metric is the relative position and the
relative speed of the mobile node to the potential partner nodes.
A set of simulations is conducted to evaluate the performance of
the proposed scheme and encouraging results are obtained.

I. INTRODUCTION

The Internet is the dominant network of today which faces a
rapid convergence of wired and wireless access. The Internet-
based applications and the data traffic load generated have
transformed the mobile network into an all-Internet Protocol
(IP) configuration framework. From these rapid transforma-
tions, one can foresee the inevitable fact whereby the next-
generation mobile systems will be based on IP to a large extent
(if not solely). But the IP suite, as originally specified, does
not support mobility for a number of reasons related to the
protocol syntax and semantics. Therefore, finding efficient and
optimum solutions for handling the IP mobility has become
an imperative topic of research.

Within the Internet Engineering Task Force (IETF), the
Mobile IP Working Group has been established. There, a
packet-based mobility management protocol called Mobile
Internet Protocol (MIP) [1] and its extension for IPv6 networks
called MIPv6 [2] have been proposed.

Many extensions have been proposed to these initial doc-
uments to improve mobility, reduce signaling overhead or
to overcome shortcomings. In case of mobile users roaming
far away from their respective home networks, MIP perfor-
mance degrades severely and the signaling delays for Binding
Updates (BUs) increase remarkably. This can result in the
loss of a significant amount of in-flight packets. In order to
make MIP scalable for such scenarios, Hierarchical Mobile
IPv6 (HMIPv6) protocol [3], [4] was proposed. There, local
mobility is treated differently than global mobility. Mobility

Anchor Points (MAPs) are introduced where each MAP is
responsible for a set of Access Routers (ARs) forming the
actual access network. Mobility of a Mobile Node (MN) be-
tween ARs of one MAP is treated locally and only handovers
between different access networks, i.e. different MAPs, require
a binding update. In order to improve the handover between
two MAPs, Chen et al. [5] introduced the Partner-based
HMIPv6 (PHMIPv6) protocol. There, the handoff process is
accelerated by initializing it prior to the entrance of a mobile
node into the overlapping zone. A Partner Node (PN) is
selected which performs signaling with the new AR and the
new MAP a priori.

Selection of a suitable PN is critical to make PHMIPv6
work and manage the handover. The original work proposes
a rather naive strategy by choosing the mobile node with the
highest signal strength (in its ad hoc mode) as PN. But as an
in depth analysis of PHMIPv6 reveals, the PN has to remain in
communication range with the MN and the new Access Point
(AP) until the pre-handover signaling is finalized. Moving out
of range from any of these two entities means that the pre-
handover scheme has to be aborted. The MN either restarts
the hand-over process by selecting a different PN or uses the
HMIPv6 mechanism doing the signaling itself. To address this
issue, we propose the use of Link Expiration Time (LET)
[6] as a parameter in the selection of the best possible PN,
which will be able to communicate with the new AP for a
sufficiently long time. To achieve this, the metric takes the
relative movement of the potential PNs towards the MN and
AP into account. Conducting and evaluating the results of
extensive simulations show that the usage of LET improves
PHMIPv6 handover performance.

This paper is organized as follows. First, the relevance of
this work to the state-of-art in the field of cooperative diversity
is presented in Section II. The proposed enhancements to
PHMIPv6 are described in Section III followed by their eval-
uation. The simulation results are summarized in Section IV.
Concluding remarks are presented in Section V.

II. RELATED WORK

Macro-mobility is a dominant technique for managing
network-infrastructure based mobility. In macro-mobility, a
mobile node, when moving into a different network zone,
requests for a new Care-of-Address (CoA). Then, a BU
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Key operations:

1. Scan for PN
2. Each potential MN broadcasts 

message
3. Requests potential PNs, 

which acknowledge
4. MH starts pre-handoff as AP0 

signal strength becomes unacceptable
5. Pre-handoff request
6. Router Solicitation (RS)
7. Binding Update (BU)
8. PN forwards LCoA and RCoA to MH, 

MH performs link layer handoff 
from AP0 to AP1 ,
MH switches to AP1.

9. CN sends data packets to 
MH’s new LCoA and RCoA.

Fig. 1. Inter-MAP handoff messages in PHMIPv6.

message is dispatched to the HA. However, users that roam
far away from their respective home networks experience
substantial handoff signaling latencies under macro-mobility.
This leads to disruption of active network connections when
handoff events occur. To handle this issue and also to effec-
tively perform Macro Diversity HandOver (MDHO) events in
Mobile Multihop Relay (MMR) environments, a standard [7]
was formulated. In this standard, concurrent connections to
different APs are maintained by the subscribing Mobile Host
(MH) so that it can seamlessly bind with the AP, which
provides the best connection quality. In order to facilitate
this, the same MAC/PHY message is transmitted to the MH’s
downlink by each access point (i.e., by each of the new APs
and also the old one). In response, the MH transmits, via its
uplink, the same message to each of these APs. This particular
standard takes into account nine different network topologies
whereby handoff events within the same MMR cell and also
between various MMR cell-pairs are considered. In addition,
the MDHO handover schemes and their corresponding MAC
management messages via the relay stations are implemented
to enable IEEE 802.16e-based MHs to perform smooth hand-
offs both within a MMR network and within an IEEE 802.16j
environment.

In recent time, researchers have also focused on fast and
smart handoff techniques due to the advent of the Fourth
Generation (4G) wireless technologies. The Transport and
Application Layer Architecture for Vertical Mobility with
Context-awareness (Tramcar) [9] is worth noting in this regard.
Tramcar is capable of meeting user preferences and reduc-
ing handoff latencies through its cross-layer application and
transport services, respectively. Tramcar also demonstrates the
importance of considering multiple handoff decision attributes

(e.g., power consumption, services cost, network performance,
network conditions, and security) rather than solely relying
on the best signal strength to choose a new access point. The
shortcoming of Tramcar is, however, in its lack of support for
utilizing relay nodes to facilitate cooperative diversity, which
may lead to lower handoff delays.

In order to reduce handoff-signaling latencies in macro-
mobility, various research work were carried out by adopt-
ing hierarchical management strategies using local agents.
A notable example is Hierarchical MIPv6 (HMIPv6) [4]
which considers the overall handoff delay in two layers,
namely in link and network layers. The link layer handoff
delay comprises two sequences, namely the discovery and re-
authentication phases. The discovery phase experiences delay
due to “probing” while the re-authentication step is associated
with authentication and re-association delays. The most domi-
nant latency is, however, the probe delay. The handoff schemes
proposed in [10]–[14] focus on reducing the delays associated
with the discovery and re-authentication phases, respectively.
On the other hand, the network layer handoff delay consists
of three elements, namely the rendezvous time, the Duplicate
Address Detection (DAD) delay, and the binding update time.
In case of HMIPv6, the most dominant delay is attributed by
the DAD operation. By starting the handoff operation before
its actual time, the work in [5], [15] attempt to reduce the
DAD delay. In particular, in [5], when a MH roams inside
the same MAP, mobility management issue is considered to
be the same as that in HMIPv6. On the other hand, as the
MH switches from access point AP0 to AP1 (the old and new
access points belong to MAP0 and MAP1, respectively), the
handoff operation consists of the following three phases. The
overall handoff procedure is illustrated in Fig. 1.

Partner node selection: A MH that approaches the edge
of AP0 initiates a scan for an adequate PN by transmitting
periodic broadcast messages. MNs that may serve as
potential PNs periodically broadcast messages containing
information of the serving AR. To these PNs, the MH
sends a request, which the PNs acknowledge. The MH
updates the partner-aware table based on the responses
from the potential PNs and attempts to select the best
possible PN.
Pre-hand signaling: Once the signal strength of the
currently attached access point (i.e., AP0) falls below a
pre-defined threshold, the MH initiates the pre-handoff
operation by scanning for an alternate AP [10]. Having
detected the new AP, the MH sends a pre-handoff request
message to the PN with the strongest signal. The PN
acknowledges the pre-handoff request message. Then, the
PN requests a new on-Link Care-of Address (LCoA)
from the new access router, AR1 and a new Regional
Care-of Address (RCoA) from MAP1. In addition, a BU
is performed with the new MAP1. The PN signals the
finalization of the pre-handoff by issuing a pre-handoff
response message to the MH.
Macro-mobility handoff: The MH then performs the
link layer handoff from AP0 to AP1. Simultaneously, the
MH inquires its new LCoA and RCoA addresses from
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Fig. 2. Erroneous partner selection in PHMIPv6.

the PN. The CN already sends data packets to this new
LCoA and RCoA of the MH which are now received via
the new AP1.

By thus cooperating with a partner entity, it is possible for
a mobile node to substantially decrease the handoff latency
(associated with the network layer). However, the PHMIPv6
mechanism naively selects the partner nodes based on only
signal strength. As per the work in [16], the nodes’ relative
moving directions also need to be taken into account. Param-
eters other than the signal strength (e.g., the ones considered
by the aforementioned Tramcar framework [9]) may also be
considered so that PHMIPv6 can be endowed with a more
suitable decision parameter (or a set of parameters) for making
a handoff decision. In addition, the fact that the MH and
PN may move out of communication range should also be
considered. Fig. 2 illustrates this possibility whereby the pitfall
of using only signal strength for making the handoff decision
becomes even more apparent. Fig. 2 depicts a wireless network
with three nodes, namely A, B, and S. The figure on the top
shows the initial locations of the nodes and the figure on the
bottom shows their new positions after a few milliseconds.
The dashed circle shows the ad hoc range of node S, which
is assumed not to be moving. By applying a naive partner
selection scheme as in PHMIPv6, node S will be selecting
node A as its partner given its geographical proximity and thus
its stronger signal. This selection is obviously not appropriate
as node A will be soon outside the ad hoc range of node
S. Indeed, from this example, it becomes clear that a partner
selection mechanism is required that considers, in addition to
the signal strength, the duration over which the nodes can
communicate with one another.

III. ENVISIONED ENHANCEMENT TO PHMIPV6

In this section, we first delineate some security concerns
evolving from the original PHMIPv6 scheme. We then in-
troduce an enhanced edition of PHMIPv6 based on the Link
Expiration Time (LET) parameter. This enhanced version deals
with the security concerns of the original PHMIPv6, and
also reflects, in the partner node’s selection mechanism, the
stability of the connection between a given MH and its PN.

A. Incorporating security in PHMIPv6

Since the original PHMIPv6 selects unknown PNs for
performing handoff operations, it is vulnerable to the following
security threats. Adequate security measures should be incor-
porated in the enhanced version of PHMIPv6 so that these
security risks are carefully addressed and dealt with.

Malicious PN: First, a MH provides its corresponding
PN with its security key for Authentication, Authoriza-
tion, and Accounting (AAA) purposes in the original
PHMIPv6 scheme. This security key can be reused at a
later time by a malicious PN, to bind with the access point
posing itself as the MH. This may be of particular benefit
to the PN in case that this security key provides the
PN with a higher service level than what it is originally
entitled for. We take this security flaw into account in
our enhancements to the PHMIPv6 scheme by allotting
two different security keys to the PN and the MH for
pre-handoff request and authentication with the wireless
network operator/service provider, respectively.
Malicious MH: The second security risk is pertaining
to a malicious MH, which aims at flooding the access
point/router with multiple pre-handoff requests and even-
tually cause a Denial of Service (DoS). To this end,
the malicious MH may send pre-handoff requests to a
large number of PNs concurrently. In our envisioned
enhancement to the original PHMIPv6 scheme, this threat
can be addressed by permitting only one pre-handoff
request for every MH, which can be easily identified by
its unique security key.
Network layer attacks: During the PNs discovery phase,
a malicious MN may appear itself to the subscribing
MH as a potentially suitable PN. Upon being selected,
this rogue PN may not forward the requests, responses,
and other messages between the MH and the new ac-
cess point. The malicious PN can also willingly delay
forwarding these messages, thereby contributing to fur-
ther handoff latency. Our enhancement to the PHMIPv6
circumvents such scenarios by employing a considerably
small time-out parameter at the MH. If the MH does
not receive the response within the time-out period, it
considers either of the following options: (i) it may select
another PN, or (ii) carry on performing handoff to the
new AP on its own. In addition, to prevent the scenario
in which a malicious PN forges the new LoCA and/or
RoCA, we may delegate more responsibility to the new
access point (i.e., similar in spirit to the Proxy MIP-
PMIP approach (RFC5215)) rather than to the PN as the
cooperative partner of the MH. The evaluation of such
scheme formulates some of our future research work in
this domain.

B. Connection Stability Aware (CSA) PHMIPv6

Fig. 3 depicts the Connection Stability Aware (CSA) PH-
MIPv6 mechanism, which we envision by making adequate
enhancements to the original PHMIPv6 scheme. The duration
for which PN may access AP1 is indicated by tdur. tpre

denotes the pre-handoff time. By applying the Exponential

198



MH ��� �� ���� �	 ���

t

1t

2t

��


�������

�������	�
��

PN uses key 1

MH presents key 2 to AP1

21 ttt +>>

Fig. 3. Connection stability aware PHMIPv6.

Moving Average (EMA) method, CSA-PHMIPv6 estimates
the average values of tpre and tdur from their history. The
most appropriate PN is then selected based on these estimated
values as follows.

i. Two groups of MNs denoted by Na and Nb are formu-
lated. Na is constructed by sorting the MNs, LET values
of which exceed tpre. Nb is formed including the sorted
MNs in Na that have LET with AP1 exceeding tdur.

ii. CSA-PHMIPv6 scheme reduces to original PHMIPv6 if
(Na = ∅).

iii. On the other hand, if (Nb = ∅), the MN, LET value of
which with the MH is the maximum, is selected from Na

as the PN.
iv. Otherwise, the MN, LET value of which with the MH is

the maximum, is chosen from Nb as the appropriate PN.
As shown in Fig. 3, t1, t, and t2 denote the time required for

selecting an adequate PN and sending a pre-handoff request,
the time required by PN to perform handoff, and the time
required so that PN notifies MH of a successful pre-handoff
operation, respectively. tpre, evaluated as the sum of these
three parameters, can then be used to evaluate tdur as follows.

tpre = (t1 + t + t2) (1)

tdur � tpre + Δ(MH,PN) + Δ(PN,AP1) (2)

It is worth stressing that the values of t1, t, and t2 can be
estimated from the propagation delays of the links involved in
the communication (e.g., PN to AP1, AP1 to AR1) averaged
over a certain period of time by employing the EMA method.
Δ(m,n) indicates the propagation delay between nodes m and
n.

IV. PERFORMANCE EVALUATION

A. Simulation Set-up

The performance of the envisioned CSA-PHMIPv6 scheme
is evaluated in this section based on computer simulations

Home Agent (HA) Corresponding Node (CN)

50ms

MAP0 MAP1

AR1AP0

AP1

MN

MNMH

βi

AR0

Wired network

Fig. 4. Simulation topology.

by employing the Network Simulator (NS2) [17]. The con-
siderations behind designing a realistic simulation set-up are
described and justified below. The parameters stated in the
remainder of this section are used in all the conducted simu-
lations unless otherwise specified. The original PHMIPv6 and
HMIPv6 schemes are used to compare the performance of the
proposed CSA-PHMIPv6 approach.

Fig. 4 depicts the considered network topology in the
conducted simulations. Broadly speaking, the network con-
figuration comprises two parts, namely the wireless and wired
parts. The former consists of two adjacent wireless cells, each
with a coverage radius of 400 meters. The two neighboring
APs are set 800 meters apart. As a consequence, the maximum
overlapping distance equals 50 meters. It should be noted
that these parameters are selected with no specific purpose
in mind and do not inflict any change in the rudimentary
observations pertaining to the simulation results. In case of
the wired network, a general scenario is chosen whereby the
two APs are connected via a two-layered network comprising
two ARs and two MAPs. ARi and APi are served by MAPi,
where i ∈ {0, 1}. The MAPs are connected to a HA and
a CN via a wired network (e.g., the Internet). The one-way
propagation delays of AP-AR, AR-MAP, and wired network
to MAPs are set to 20ms, 50ms, and 100ms, respectively. In
case of bandwidth of the considered links, the wireless links
have smaller bandwidth in contrast with the wired ones. For
the sake of generality, however, the capacity of each link is
set to 100Mbps, and this should not influence the fundamental
observations about the proposed CSA-PHMIPv6 scheme.

The duration for each simulation is set to a long enough
value of 600s, within which the system is allowed to attain
a consistent behavior. The initial 60s and the final 60s are
used to initialize the simulations and to ensure that the results
have stabilized, respectively. The average values of multiple
simulation runs are used as results.
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Fig. 6. Comparison between the original PHMIPv6 and the proposed CSA-
PHMIPv6 schemes in terms of packet drops and throughput.

In order to model mobility, a population comprising one
hundred MNs is randomly scattered over the regions covered
by the two access points AP0 and AP1 (as shown in Fig. 4).
The coverage areas of AP0 and AP1 are restricted by the an-
gels θ1 and θ2, respectively. The MNs’ velocities are obtained
from a uniform distribution. The moving directions of the con-
sidered MNs are simulated in such a manner that their handoffs
occur between AP0 and AP1 at different time instances. The
mobility model considers users in two scenarios, namely a
highway and an urban area. Based on this consideration, the
minimum and maximum values of the uniform distribution
are set to a high node moving speed of 120km/h and a slow
node moving speed of 4km/h, respectively. When a simulation
starts, all nodes remain stationary for a short duration. This is
done in order to make sure that the results achieve a certain
level of stability. The radius of the ad hoc transmission range
of the MNs denoted by d is varied, from 30 to 70 meters,
during the simulations.

For evaluating the performance of the proposed CSA-
PHMIPv6 scheme, we consider a number of quantifying
parameters. First, the average handoff delays experienced in
case of the three schemes are taken into account. Then, the
number of dropped packets and throughput for the considered
schemes are compared. The pre-handoff success ratio and
pre-handoff failure ratio of the different methods are also
compared. Finally, the influence of the LET value between a
MH and its selected PN on each scheme is also investigated.

We consider a pre-handoff to an access point APi to fail
in two cases, namely (i) if a MH loses communication with
its selected PN, or (ii) the selected PN moves out of APi’s
coverage area prior to the finalization of the handoff operation.
However, if a MH cannot find an adequate PN for performing
handoff, we do not consider that pre-handoff attempt as a
failure. Therefore, the pre-handoff success ratio and the pre-
handoff failure ratio do not necessarily add up to one.

B. Simulation Results

The average handoff latencies experienced in case of the
three considered schemes are plotted in Fig. 5. The red
rectangle’s value implies the time taken by the chosen PN to
inform a MH regarding the successful pre-handoff operation
since the reception of the pre-handoff request message from
that MH. We consider the pre-handoff to fail in case that
the PN is able to maintain connection with the corresponding
MH/AP for a smaller duration than this value. In HMIPv6,

no pre-handoff operation takes place and therefore, the pre-
handoff delay is considered to be zero. The average handoff
latency experienced in PHMIPv6 is a bit longer in contrast
with that experienced in CSA-PHMIPv6. The reason behind
this is the fact that the number of pre-handoff failures is higher
in PHMIPv6 which prompts the nodes to adopt the basic
HMIPv6 strategy. As a consequence, the original PHMIPv6
approach suffers from an increase in the average handoff
latency.

Fig. 6(a) compares the number of dropped packets for
PHMIPv6 and CSA-PHMIPv6 approaches. The former expe-
riences a high number of dropped packets. Indeed, it becomes
even worse along with the increase in moving speeds of
the considered MH and its corresponding PN(s). On the
other hand, CSA-PHMIPv6 achieves significantly lower packet
drops. As a consequence, the throughput achieved by the
enhanced CSA-PHMIPv6 scheme is much higher compared
to that by its original counterpart (i.e., PHMIPv6) as demon-
strated in Fig. 6(b). Indeed, CSA-PHMIPv6 attains through-
puts over 90Kbps even when the mobile nodes roam at a
substantially high speed of 25m/s. In contrast, the original
PHMIPv6 shows poor performance in terms of throughput and
achieves, at best, a throughput of 90Kbps when the moving
speed of each considered node is set to a meager 5m/s. When
the mobile nodes roam much faster, PHMIPv6 results in a
gradual degradation in the throughput. As the nodes travel
much quicker (i.e., at 25m/s), the throughput of PHMIPv6
drops to 84Kbps.

In Fig. 7, the values of the pre-handoff success ratio for
different values of the radius of the nodes’ ad hoc transmission
range, d, are plotted. When d has a relatively larger value, a
MH can choose a PN from a larger population of MNs. Then,
the communication time between these two nodes increases
appreciably. As a consequence, the pre-handoff success rates
are higher for the larger values of d. However, the original
PHMIPv6 approach chooses the PN based on only the signal
strength of the nodes, and this causes the subscribing MH to, at
times, select a partner, which may move out of communication
range during the pre-handoff operation. This is why the basic
PHMIPv6 scheme achieves lower pre-handoff success rates.
In contrast, the higher success ratio of the proposed CSA-
PHMIPv6 strategy can be attributed to its partner selection
based on the LET parameter. Indeed, the pre-handoff success
ratio reaches nearly 100% as the ad hoc transmission range
exceeds 60 meters.

Fig. 8 demonstrates the pre-handoff failure ratio experienced
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by the PHMIPv6 and CSA-PHMIPv6 schemes. As evident
from these results, PHMIPv6 suffers from many pre-handoff
failures. The reason behind most of these failed pre-handoff
operations is the fact that the chosen PNs and their corre-
sponding MNs moved out of communication range. Fig. 9
demonstrates this idea more clearly by plotting the average
and minimum values of LET between a MH and its respective
PN for different ad hoc transmission ranges in case of both
PHMIPv6 and CSA-PHMIPv6 schemes. The results in this
figure reveal that the minimum LET experienced in PHMIPv6
is smaller than the average pre-handoff delay (Fig. 5) as long
as d is less than 70 meters. This explains the high pre-handoff
failure ratio experienced in case of PHMIPv6. On the other
hand, when d equals 70 meters, the minimum LET experienced
in PHMIPv6 exceeds the average pre-handoff delay, yet some
pre-handoff operations failed. This is most probably because
the selected PNs roamed out from the coverage area of the
respective APs prior to the completion of the pre-handoff
operation. In contrast, in CSA-PHMIPv6, such situations are
not encountered as often due to the fact that its partner
selection mechanism considers the LETs between PNs and
their respective MHs/APs.

V. CONCLUSION

To overcome its shortcomings, an enhanced version of the
original PHMIPv6 protocol called CSA-PHMIPv6 is envi-
sioned in this paper. The proposed scheme permits the handoff
mechanisms to effectively exploit cooperative diversity by
using the Link Expiration Time parameter. This also ensures
the stability of the connection between a subscribing mobile
host, its respective partner node, and other involved enti-
ties. Furthermore, adequate security features are incorporated
within the enhanced design of PHMIPv6 for circumventing
malicious threats against the mobile hosts and/or the partner
nodes. We have verified the performance of the proposed
CSA-PHMIPv6 scheme via simulations. Efficient adoption
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of cooperative diversity based communications through the
proposed approach may indeed prove quite useful to roaming
nodes in ad hoc wireless networks and ensure high quality of
experience as validated by the simulation results.

Being based on hierarchical centralized mobility manage-
ment schemes, our approach is also suitable for decentralized
schemes like DMA and GPRS Tunnelling Protocol [18]. In
DMA short living tunnels between Access Nodes (ANs) are
established when a MN roams from one AN to the other.
All active connections are forwarded via this tunnel to the
MN. As soon as the last of this connection is terminated, the
tunnel is teared down. A partner-based pre-handoff procedure,
which establishes the tunnel and prepares the new address for
the MN, can quicken the handover procedure significantly.
Evaluation of this application in our scheme is currently
conducted and results should be available shortly.
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